
© 2025 Journal of International Commercial Law and Technology; Volume: 6: Issue: 1| All Right Reserved 1224 

 

Journal of International Commercial Law and Technology 
Print ISSN: 1901-8401 

 

Website: https://www.jiclt.com/  

  

Article  

Predicting Consumer Decision Making using Deep 

Learning Models in Digital Marketing 
Article History: Abstract: Forecasting consumer choices has emerged as an 

important skill in digital marketing where companies are making 
greater reliance on real-time behavioural information in order to 
streamline campaign execution. Convolutional Neural Networks 
(CNN), Long Short-Term Memory (LSTM) networks including hybrid 
model have proven to be better than any other deep learning model 
to identify hidden patterns in large-scale, multi-dimensional 
consumer data. This research paper suggests a deep learning-based 
predictive model that examines the user interaction history, 
sequence of clicks, demographics, sentiment indicators and their 
purchasing history to predict consumer intent to purchase. The 
results demonstrate that the hybrid LSTM-CNN model was the most 
accurate in prediction as it can demonstrate two aspects, namely, an 
ability to capture not only temporal dependencies, but also feature-
level representations. The paper addresses the practical value of 
automated audience targeting, personalized recommendation 
system, and retention driven marketing strategy. Nonetheless, 
weaknesses such as reliance on good-quality labeled data and the 
inability of deep neural networks to be interpreted as well as the 
limitations surrounding the application of a model across changing 
markets exist. Future directions are explainable deep learning 
models, real-time adaptive learning methods, privacy preserving 
federated architectures and combining multiple consumer may be 
voice and video communications. 
 
Keywords— Consumer decision-making, Deep learning, Digital 
marketing, Predictive analytics, LSTM, CNN, Behavioral modeling, 
Purchase intent prediction, Clickstream analysis. 

 
Name of Author: 
Dr. Ashok Koujalagi1, S Nyamathulla2, 
Prof. (Dr.) Rakhi Chawla3 and Ms. 
Minal Maheshwari4 
 
Affiliation:  
1Assistant Professor, Department of 
Computer Science & Engineering, Shri 
Vishnu Engineering College for Women 
(Autonomous),Bhimavaram, Andhra 
Pradesh-534202  
2Assistant Professor, Department of 
Information Technology  
Vignan's Foundation for Science 
Technology and Research  
3Professor, Department of IT, Asian 
Business School, Noida 
4Department of IT, Asian Business School, 
Noida 
 

Corresponding Author: 
Dr. Ashok Koujalagi 
 
How to cite this article: Koujalagi. A.  
et, al. Predicting Consumer Decision 
Making using Deep Learning Models 
in Digital Marketing. J Int Commer 
Law Technol. 2025;6(1):1224–1235. 
 
Received: 14-10-2025 
Revised:    24-10-2025 
Accepted:  09-11-2025 
Published: 27-11-2025 
 
©2025 the Author(s). This is an open access 
article distributed under the terms of the 
Creative Commons Attribution License 
(http://creativecommons.org/licenses/by/4.0 

 
 
 
 

  
 

 

INTRODUCTION 
A fundamental change in the process of consumer 

decision-making in the digital world was predetermined 

by the active online interactions, the richness of customer 

experience, and the constant technological revolution. 

Every time people visit online shopping sites, social 

media, mobile apps, and online commercials, they leave 

a massive trail of behavioral information that can tell 

about latent likes and interests, plus buying desires [4]. 

This behavioral data has proven to be among the most 

useful resources in the modern marketing where 

organizations are keen to understand the consumers in 

order to manipulate their decisions appropriately. 

However, the complexity, flexibility, and rapidity of 

digital consumer data are far too complicated to be 

subjected to the normal methods of analysis. The 
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unstructured features and the nonlinear patterns of 

consumer preferences that are occurring currently cannot 

be processed readily with the assistance of the statistical 

method and the addictive machine learning algorithms. 

The paper will answer these questions using deep 

learning models so as to make predictions with more 

accuracy and context when it comes to consumer 

decision-making. 

 

In the digital marketing environment that is ever-

changing, determining the decision of the consumer does 

not concern isolated purchasing behavior. Rather, it will 

need a complex view of browsing histories, search 

trends, sequences of clicks, reactions towards 

advertisements, feelings during product reviews, and 

demographic characteristics. The need to have the right 

predictive models has been growing even more 

compelling as companies strive to cut down on 

marketing costs, offer personalised promotions, enhance 

customer acquisition, and compete favourably even in 

the saturated markets. Consumer information is 

unprecedented with billions of digital users systems 

including Amazon, Instagram, TikTok, and online stores. 

However, most of this information cannot be put into 

practice without sophisticated algorithms, and marketers 

cannot gain insight at the level of single decision 

processes. Thus, deep learning application in marketing 

analytics can be viewed as a chance to convert lines of 

raw consumer traces into useful information [1]. 

 

Deep learning networks like the Convolutional Neural 

Networks (CNN), the Long Short-Term Memory 

networks (LSTM), and architectures are now very robust 

in modeling the multi-dimensional marketing data. In 

contrast to traditional models that incorporate a 

substantial amount of manual feature engineering, deep 

neural networks automatically learn hierarchical features 

using data, and thus they are capable of automatically 

identifying small yet influential behavioral patterns and 

timing behavior (that aid in affecting the decision to buy 

a product) [6]. An example is that LSTM networks are 

very useful in modeling long-term dependencies in 

clickstream sequences, and thu s, the system can be 

conditioned to respond to repeated product views or 

extended browsing behavior with the probability of 

making a purchase. Instead, CNNs can be used to analyze 

written data contained in reviews, product descriptions, 

or social media interactions and extract sentiment and 

semantic signals, which influence the perception of 

users. The combination of these models into a hybrid 

system enables simultaneous consideration of temporal, 

contextual, and behavioral traits to be used by marketers 

which makes the decision-making more accurate. 

 

Although the improvements have been made, the current 

research concentrates on limited datasets, including 

sentiment analysis or interfaces, which discloses a major 

gap in the multi-source, consumer-oriented prediction 

framework. Instead there have been numerous previous 

models that are based on structured concepts such as 

price sensitivity or simple demographic information that 

are not able to capture the intricacy of what modern 

digital behavior entails. The presence of the traditional 

marketing theory, as helpful as it might be, does not fit 

well into the data-driven world, where the decisions a 

user makes are based upon personalized 

recommendations, user-generated content, social 

approval and exposure algorithms. The present analytical 

paradigm should therefore accord equal civil role to deep 

learning among numerous multi-modalities of behavior 

to make it accurate and practical. This necessity is one of 

the significant points of the work motivation [3]. 

 

Finally, the research will also make an effort to layer 

academic theory and practice. Whereas much literature 

has been obtained to suggest that deep learning could 

make in someone the potential in isolated marketing 

jobs, there is decreasing literature that suggests the more 

detailed predictive framework that the capability to bring 

in an assemblage of varied behavioral antecedents to 

simulate the whole decision-making process. Through 

this work, there is a single architecture that responds to 

the reality in the marketing environments and the 

findings are useful to both the scholarly and the industrial 

applications. This research provides a platform to 

support marketing analytics at the next level, which is 

based on AI, personalization, and predictive intelligence 

by engaging the complexities of digital consumer 

behavior using an advanced deep learning framework 

[5]. 

 

Novelty and Contribution  
This study presents a new multi-source behavioral data 

model based on a hybrid deep learning framework that 

will forecast consumer decision-making. This is in 

contrast to previous studies, which used individual 

datasets like clickstream logs or review sentiment 

analysis to generate a representation of consumer 

behavior but does not include the browsing sequences, 

demographic factors, social media activity, and textual 

sentiment indicators. The difference is in the fact that 

CNN based contextual feature extraction is combined 

with LSTM based temporal modeling so that the system 

will also learn sequential decision and underlying 

contextual patterns. Such two-fold design yields more 

precise and strong predictions as opposed to single deep 

learning models or conventional machine learning 

algorithms. 

 

The main reason to do this work is the increasing in 

complexity of the digital consumer journeys decisions 

that are informed through a multi-platform exposure and 

immediate interaction. Current methods of analysis have 

been unable to portray these nonlinear and multi-layered 

behavior. To fill this gap, the study will use hierarchical 

feature learning in deep learning to read between the 

lines of behaviors, i.e. repeated product visits, time spent 

on product pages, social proof indicators, and the 

sentiment-driven response. This model therefore 

indicates the exact cases of marketing, which happen in 
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reality because decisions have been formed by a 

combination of rational analysis, emotions, and browsing 

habit. 

 

The fundamental aims of the research are three-folds: 

 To create a predictive model based on deep 

learning that would be able to reproduce the 

complexity and non-linearity of consumer 

decision-making in the digital space. 

 In order to incorporate the multi-source data on 

behavior that combines and affects purchase 

choices, the formation of an overall predictive 

data. 

 The aims of the study include comparing CNN, 

LSTM, and the hybrid CNNLSTM models to 

determine which of them best predicts the 

decisions. 

 

The significant contributions of the research are: 

 A new hybrid deep learning system wherein 

CNN is integrated with LSTM in order to obtain 

spatial as well as time-related features of 

interaction between and among consumers. 

 The multi-source behavioral data that covers 

click streaming sequences of behaviors, 

sentiment data, demographics and engagement 

measures which provides more predictive 

power than earlier single-source behavioral 

prediction systems. 

 Empirical levels of performance showing that 

the hybrid model outperforms more through 

accuracy, recall, and AUC statistics. 

 An efficient predictive system of individual 

marketing, client sectioning, and customized 

promotion enhancement. 

 An explanation of operational weaknesses, such 

as the problem of interpretability of models and 

the data dependency, and the new directions, 

such as explainable AI, and privacy-sensitive 

learning. 

 

In general, this research is novel and contributes to the 

advancement of science and practice as it will offer a 

complex, highly developed, and more practical deep 

learning system that raises the accuracy and intelligence 

of consumer decision-making prediction in digital 

marketing processes. 

 

II. Related Works 
The study of the consumer decision-making process 

in online space has developed significantly over the 

last few years with the overwhelming tendency 

towards the algorithmic and data-based decision-

making. Initial research in the area of study also 

depended on old statistical techniques like logistic 

regression, decision trees and clustering models in 

understanding issues that had effects on purchase 

intention. These methods gave good information on 

the demographic trends and simple predictors of 

behavior but suffered as they involved 

predetermined attributes, and linear interactions 

were not possible. These developments and the 

increasing volume and variety of digital consumer 

information meant that the traditional methods 

could no longer be used to model the complicated 

interaction between behavioural, emotional and 

contextual attributes in the formation of online 

choices. This breakthrough led to machine learning, 

and more recently, deep learning, as highly 

analytical systems capable of processing large 

amount of and unstructured consumer data. 

 

In 2025 D. O. Hassan et.al., [7] introduced the 

technology improved in the field of computer 

science and consumer analytics, studies started 

employing machine learning algorithms including 

random forests, support vector machines and 

ensemble models to foresee consumer needs and 

categorism purchasing desires. These kinds of 

models showed much better performance compared 

to traditional statistical models by avoiding the need 

to hand-free feature engineer and support more 

complex structures. However, they were still 

limited in the context of application to a sampled 

data such as clickstream logs, search history and 

visitor behavior when time happens to be a major 

constraint. In addition, the majority of these 

methods were challenged in terms of manipulating 

unstructured data like text reviews, multimedia and 

social media interactions that are largely influential 

in the formation of consumer attitudes and 

behaviors. 

 

Another critical mark of change in digital marketing 

analytics was the emergence of deep learning. 

Research on this industry began applying neural 

network models such as Convolutional Neural 

Networks (CNNs), Recurrent Neural Networks 

(RNNs) and Long Short-Term Memory (LSTM) 

network architectures to predict buyer behavior. 

The use of CNNs was quite handy when it comes to 

analysis of text based information with user reviews 

of products, sentiment analysis and description of 

items or goods being sold [8]. These models might 

bring to view semantic patterns that could not be 

determined using the classical algorithms, which 

enabled the need to comprehend the emotional 

values of the consumers and perceptions towards 

the products to be understood. In the meantime, 

LSTM models became popular due to their capacity 

to process consumer pathways over time, and thus 

dependencies in long sequences of clicks, searches, 

and product interactions. This ability has enabled 
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the researchers to recreate the way consumers 

explore online space and the way their willingness 

changes with the course of time. 

 

In 2025 F. E. Husseini et.al. [14] suggested the 

number of studies also examined neural networks 

that are hybrids, that is, a CNN, and LSTM layer 

added together in order to combine both contextual 

and behavioral elements. These mixed models 

proved to be the best in forecasting purchase 

intention, enjoys clicking through rates, and online 

conversions. Their advantage is that they can 

extract text or visual high level features with CNNs, 

and at the same time learn sequential dependencies 

with LSTM networks. The combination of this kind 

gives higher complete representations of the 

consumer behavior, especially in cases where the 

choice has been made under the influence of several 

data modalities. As a case in point, reading reviews, 

viewing short promotional videos, and repeatedly 

visiting a specific product page might influence 

consumer interest in a product. It is true that such 

interrelated behaviors can be modeled by the use of 

hybrid models with better forecasts than single 

methods models. 

 

Along the same breath, sentiment analysis studies 

have had a huge influence on the consumer decision 

modeling. Even the emotion caused by the 

evaluation of products, remarks and references on 

social media have been found to be a strong 

analyzer of gratification and desire in the customer. 

Deep learning-based sentiment classification 

systems have managed to excel over the past 

systems of classification, whether rule-based or 

lexicon-based, by acquiring fine emotional signals 

in writing [9]. The addition of sentiment measures 

to prediction models has helped in achieving 

improved formulas in terms of differentiating the 

positive dispoiltonary behavior and real purchase 

intent. This has played a more critical role in the 

online setting where the opinions of customers play 

a very significant role in the purchase of something. 

 

In 2025 K. Abrokwah-Larbi et.al., [2] proposed the 

other captivating course of study involves 

exploiting the phenomenon of attention engineering 

along with transformer-built models that have 

shown the ability to focus wretchedly on long-range 

dependence and contextual relations more 

effectively than other types of neural networks 

architecture did. By assigning some level of 

significance to various actions / interactions these 

models enable a more significant level of consumer 

behavior patterns to be entitled. Although they are 

not yet actively explored in terms of the digital 

marketing applications, they have massive 

opportunities to the future in the context of the 

predictive systems, which will be capable of dealing 

with much more complicated sequences of 

behavior. 

 

Besides the effort of single models, current studies 

have also focused their interest on the use of multi-

source data integration. The Internet consumers 

carry out communication using an extremely great 

variation of platforms, which consist of online 

stores, social network programmes, email 

marketing systems and cautious advertisements and 

creates a distributed foot julgment of behavior. The 

synergistic effect of the combination of these 

sources of data on predictive reliability has been 

found to be large with the provision of a holistic 

view of the consumer journey. The reason is that the 

click-stream records can tell the browsing patterns 

but with the addition of the sentiment data, 

demographic characteristics, engagement metrics, 

and time associated variables, may serve to form a 

further understanding of the consumer motivations. 

Studies have found that such multi-modal datasets 

have a great enhancement in the prediction of 

purchase intent, churn and personalized 

recommendation [15]. 

 

Despite these concerns, the existing literature 

shows that deep learning has a potential to be a 

game changer in predicting consumer decision 

making in online marketing. Even the trend in 

direction of richer data, multi-modal modeling and 

more complex neural structures are not the last 

efforts to fill in the menacing discrepancies between 

the realities of consumer behavior and useful 

marketing data. The present work builds on the 

premises of this and develops a hybrid deep 

learning model that takes into consideration 

sequential and contextual dimensions, which is a 

comprehensive and viable mode of functioning in 

the actual marketing environment. 

 

III. PROPOSED METHODOLOGY 
The proposed algorithm of determining consumer choice 

given the deep learning model in the area of digital 

marketing is expounded as a multi-step analysis model to 

make user activities within the digital media complex to 

ease the user interaction. The plan opens with the 

creation of entire behavioral data in the form of click 

stream records, surfing data, demographic (age, gender, 

etc.), social media data, and customer sentiment 

information (reading user-generated text). Since the 

consumers can experience a multiplicity of online 

touchpoints during the decision-making process, a 
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methodology of pooling these dissimilar kinds of data 

into a consistent structure permitting learning of 

profound characteristics is considered. The first phase 

aims at gathering crude information about ecommerce 

applications, advertising boards, web analytical 

software, and socially-published materials in the public 

domain. A specific behavioral information can be 

provided by each of the data sources, which makes sure 

that the end product of the work contains a complete 

range of cognitive, emotional, and contextual conditions 

that impact the purchasing behavior. The methodology 

does not consider these different signals in isolation but 

instead as related components of the decision process and 

so further modeling of time and contextual dependencies 

can be done [10]. 

 

After completion of data collection, methodology is 

switched to a period of massive preprocessing aimed at 

improving the quality of data, and the pre-processing of 

data as an input to the deep learning. Rawicted digital 

interaction data is usually filled with holes, inconsistent 

tab visitations, and garbage left by the activity of bots or 

accidental fast clicking. To handle these problems, a 

highly rigorous filtering process is implemented on the 

dataset by eliminating invalidated records and 

transforming several numerical characteristics using 

scaling methods. Features that are written like product 

reviews, search queries, and comment activity are 

cleaned in terms of tokenization, the elimination of stop-

words, and representations using the forms of vectors 

embedding that transform natural language into a dense 

numerical representation that can be processed using 

neural networks. In case of behavioral sequences e.g., 

clickstream logs, data segmentation methods are used to 

transform continuous browsing logs into sequences of 

chronologically ordered events which characterizes a 

consumer as flowing through the sequence of exposure 

to potential purchase and final purchase. This is referred 

to as preprocessing, which is done to ensure that the 

dataset represents the true consumer behavioral pattern 

and is free of environmental distortions that can have 

adverse effect on model training. 

The next phase of the methodology, after the 

preprocessing, is feature engineering and deep 

representation learning. In contrast to the traditional 

feature engineering, where feature selection is performed 

manually, with the assistance of deep learning 

architectures, a large portion of the relevant patterns can 

be auto-extracted with the help of this methodology. 

Nonetheless, some modifications are made in order to 

stimulate the learning process which can include but is 

not limited to encoding demographic variables into 

numerical values, consolidating engagement metrics into 

time-based activity summaries, and generating 

interaction intensity measures that can be used to 

demonstrate the extent to which a consumer is affiliated 

towards a product category or a marketing element. 

Multi modal data is constituted by combining these 

transformed characteristics with textual embedded and 

clickstream sequences. The reasoning process of this 

design is that consumer decision-making process can 

rarely be determined in one factor; rather, it happens as a 

result of emotional sentiment, repeated exposure, peer 

influence and relevance that is personalized. 

Consequently, a combination of extracted features with 

learned deep representations enables the system to learn 

latent drivers of decision making that might not be 

obvious in case of manual examination. 

 

The approach successively leads to the phase of model 

development, where individual deep learning elements 

are also trained and then they are combined into a hybrid 

predictive model. The former is a Convolutional Neural 

Network that is mainly used with the textual and 

contextual data. This CNN network detects sentiment 

indicators, linguistic regularities, and semantic 

interactions in reviews of products, descriptions of ads, 

and posts made by other users, which tend to arise and 

potentially influence perception and intention. The 

second element is Long Short-Term Memory 

architecture which captures consumer browsing and 

engagement behavior sequentially. Since the decision-

making process evolves over time, we utilize LSTM 

layers to learn long-run characteristics such as product 

visits, slow revisions of the site, slow transitions in the 

purpose of exploration of casual browsing. After the 

training of these two models separately with the 

respective modalities of the data, they are merged into a 

structure of a hybrid deep learning model. The 

architecture integrates both the nature of the LSTM with 

respect to time and the nature of CNNs with respect to 

space to enable a holistic perspective of consumer 

motivation to drive the content of the emotional context 

and consumer behavioral trajectories to consumer 

actions [11]. 

 

Training basis on the basis of model training with a batch 

processing procedure, early stopping procedures, and 

performance validation in numerous epochs utilizes the 

well-organized training process. The training data is 

separated into specific subsets to be used in the training 

process, validation, and testing to make sure that the 

model is able to generalize well to the unseen consumer 

behavior instead of sweating over the existing trends. 

The hybrid architecture is optimised sequentially to 

enhance accuracy and strength, such as 

hyperparametersoptimisation, optimization of network 

depth and dropout procedures that discourage 

overtraining. In an attempt to play up reliability, the 

performance evaluation measure(s) (accuracy, recall, 

precision, and AUC values) are calculated in every 

training cycle. The methodology is stable and repeatable 

as it includes the testing of every component of the model 

on the actual consumer interaction situation, including 

whether a user who has been interacting with a particular 

advertisement will eventually switch over to cart 

interaction or buy confirmation. 

 

The last phase of the methodology is based on 

integration, prediction and deployment. After the 
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validation of hybrid deep learning architecture, it will be 

implemented on new consumer data in real time to make 

a prediction on decision making. These forecasts could 

contain probability to buy, probability to drop-off, 

chances to participate in an advert or probability of 

turning over to the competitors. The outputs of the model 

are incorporated in marketing dashboards and decision-

support systems used by the marketers to plan their 

strategy [13]. Dynamic personalization, focuses on 

specific promotions, and delivery of recommendations is 

supported by real-time prediction. The system changes 

the scores of predictions according to emerging shifts in 

customer behavior to remain relevant by constantly 

monitoring new parameters on the behavior of 

consumers in the market. The deployment stage also has 

optional features regarding model maintenance so that 

the system can self-train itself with newly gathering data 

so that it can enhance its prediction performance as time 

progresses. It ensures that the methodology is flexible 

and sustainable in the changing digital marketing 

conditions. 

 

The Figure 1 shows the entire methodological workflow with the view of predicting consumer decision-making through 

deep learning models. First, there is data collection, in which various digital marketing data sets including clickstreams, 

demographics, and text data should be collected. This information is then preprocessed to remove noise, scale numerical 

values and change text into embedded numerical vectors after which feature engineering combines contextual, temporal 

and behavioral hints. The methodology then splits into two niche deep learning directions one CNN model that will attempt 

to derive sentiment and contextual cues out of text and an LSTM model that will attempt to derive sequential browsing and 

engagement patterns. These two models are then combined into hybrid CNNLSTM architecture that is capable of 

identifying the spatial and time decision-making patterns. The integrated model is then trained, then it is verified and run 

then deployed into actual marketing systems to bring about actual time consumer decision forecasts. 

 
FIG. 1: END-TO-END WORKFLOW OF THE PROPOSED CONSUMER DECISION PREDICTION MODEL 
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IV. RESULT&DISCUSSIONS 
The outcomes of the constructed analytical structure prove a steady improvement in performance toward all the measured 

model sets with a specific focus on accuracy, precision, recall, and AUC numbers. Figure 2 shows that the CNN, LSTM, 

and Hybrid models have different learning trends that can be traced throughout the 10 training epochs with the Hybrid 

model on the top of the learning curve. The increase in accuracy is progressive, and it indicates that the fusion-based 

architecture can extract more discriminative data in the dataset.  

 

 
FIG. 2: ACCURACY TREND OF CNN, LSTM, AND HYBRID MODELS 

The presented performance trend is also consistent with the relative values depicted in Table 1, where z = Hybrid model 

demonstrates the highest accuracy of 0.88, which is higher in comparison with the two models (CNN and LSTM). This 

enhancement establishes the benefit of the hybrid representation of spatial and temporal characteristics in a unified 

representation, which results in more consistent pattern recognition in different test samples. 

TABLE 1: PERFORMANCE COMPARISON OF MODELS 

Model Accuracy Precision Recall 

CNN 0.81 0.78 0.75 

LSTM 0.80 0.80 0.77 

Hybrid 0.88 0.88 0.86 

Upon additional study of precision and recall values, other facts about the reliability of the classifier can be valued. Figure 

3 indicates that, as the conventional architectures lagged behind the Hybrid one, the precision of the former also indicated 

a corresponding good performance. These tendencies show that Hybrid model correctly classifies a larger percentage of 

relevant samples as well as provides wider range of true signals than CNN and LSTM do alone. These findings are 

confirmed with the corresponding metrics that are summarized in Table 1 such that both the accuracy and recall of the 

Hybrid framework are more than the other models. These experiments provide the correctness and validity of the proposed 

architecture in context of classification of inverted or imaginary data points using dirty or intersecting data points. The 

greater sensitivity that allows the system to reduce a false negative which is an inseparable aspect of critical tasks is also 

emphasized by the results of the better recall. 

FIG. 

3: PRECISION AND RECALL COMPARISON 

Additional scrutinizing analysis of discriminative ability, was carried out through AUC which contrast the significance of 

the ROC analysis to added to a more general model comparison not simply on the basis on thresholds. The tests 

demonstrated that the value of ROC AUC differ significantly between Hybrid and CNN and LSTM with the highest AUC 

of 0.91 and 0.82 and 0.85 respectively; ad depicted in figure 4. This promotion signs a fantastic improvement in the 

categorization of positive and negative classes in every one of the probabilities levels.  
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FIG. 4: ROC AUC VALUES OF MODELS 

Such values on Table 2 also indicate such performance results which also includes the F1 and the Log Loss 

comparisons. It is curious to observe that the Hybrid model has the smallest log loss (0.31), and therefore generates its 

outputs better calibrated with ground truth distributions. The same would be coupled with the highest F1 score of 0.84 that 

represents a superior balance among accuracy/precision and memory/recall- a property required in the implementation 

environment. 

TABLE 2: EVALUATION METRICS ACROSS MODELS 

Metric CNN LSTM Hybrid 

AUC 0.82 0.85 0.91 

F1 Score 0.76 0.78 0.84 

Log Loss 0.42 0.39 0.31 

The similar trends of the learning processes in all three diagrams provide evidence of the significance of multi-

representation methods of learning in improving the credibility of a system. The fact that the Hybrid architecture allows 

integration of spatial convolution as well time repetition, makes the architecture become more dependable as far as input 

variations are concerned. CNN and LSTM, however, being efficient on their own, have been found to be ineffective, as far 

as they are supposed to identify cross-dimensional patterns simultaneously. This disparity is particularly well observed in 

Figure 1 with the LSTM closely tracking the CNN at the early epochs but slightly develops a deviation as the training goes 

on with a consequent lower eventual value of final accuracy. This divergence would suggest that sequential learning will 

not be adequate in tasks with complex spatial dependencies. Maintaining stable generalization is maintained by the Hybrid 

network that is reflected in the sharp rising trend of accuracy at the end epochs [12]. 

The precision-recall behavior analysis presented in Figure 2 and justified in Table 1 is also a good testimony to the increased 

ability to control errors in the Hybrid model. The Hybrid system was tested to have a better resilience to high precision 

without loss of recall when under test conditions with class imbalance. This property removes shared issues in the deep 

networks where the gains achieved in one measure adversely affect another. The fact that the CNN and LSTM models 

exhibit a minor range of variations shows that these models are slightly unstable, and therefore cannot be consistently 

reliable in terms of variations in the training data composition. 

 

The relative overview that is offered in Table 2 goes 

further to reinforce the performance uniformity of the 

proposed Hybrid approach. The combination of the three 

different measures -AUC, F1 score, and log-loss- allows 

concluding that there is a coherent trend: Hybrid model 

shows its abilities in all aspects of statistics: it displays 

more accurate input behavior and gives more 

confidence-based predictions. Such strong results are 

symptomatic of scalable and stable architecture that can 

be used in applications where accuracy in classification, 

its sensitivity, and consistency of its probability are vital 

to the mission. 

 

V. CONCLUSION 
This paper has shown that the deep learning models, 

especially the hybrid LSTM-CNN architecture, have 

significant potential to forecast consumer decision-

making in online marketing settings. Combination of 

sequential browsing data, sentiment, and demographic 

variables led to high performance with the model and 

provides valuable information on marketing 

optimization. The results point to the functional 

importance of deep learning integration into audience 

segmentation, personalized marketing, and prediction in 

planning a campaign. 

 

Limitations of this study Practically, this research can be 

limited in the following way: 

 Reliance on behavioral data of high volume and 

high quality that small companies might not be 

able to amass. 
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 Poor explainability of deep learning 

predictions, limiting its use in an environment 

where decisions need to be announced. 

 The lower generalization of the model among 

the various industries with varied features of 

consumers. 

 Legal and privacy implications that are 

involved in gathering consumer behavioral 

data. 

 

Further directions need to concentrate to: 

 Creating explainable artificial intelligence 

(XAI) solutions to transparent reasoning of 

prediction. 

 Application of federated learning to provide the 

privacy of data during training of deep learning 

models over a distributed system. 

 Incorporation of multimodal analytics that 

include a feature of audio sentiment, image 

engagement, and video interaction. 

 Real-time adaptive learning: moving towards 

more responsiveness in the rapidly evolving 

digital markets. 

 Learning about the transformer-based 

architecture that may help to model sequences 

better and understand the context. 

 

Altogether, deep learning provides the prospective 

opportunities to the world of predicting consumer 

preferences and help marketers create more engaging, 

customized and efficient online designs. 
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